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Leverage Cohesity’s Web-scale Architecture for
Veeam Repositories

ABSTRACT

Cohesity's web-scale architecture provides the ideal platform to use as a repository for Veeam Backup
& Replication (VBR). This guide helps you implement VBR using Cohesity as a globally deduplicated
and compressed web-scale storage target.
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Veeam Backup & Replication (VBR) is a premiere software application for backup and recovery of
virtualized environments. VBR provides a software-based solution that allows you to use your compute
and storage resources to run the backup and recovery application and store data.

Being storage-agnostic, VBR supports a wide range of repository types that offer various benefits. When
Veeam customers use Cohesity as the storage repository for their backups, they benefit immediately from
Cohesity’s many features:

Web-scale. Capacity grows with your business.
Performance. Improved backup and restore times.

Storage efficiency. Extremely high storage efficiency with global, variable-length deduplication and
compression.

Security. Your data is always secure, encrypted both at rest and in flight.
Resilience. Highly resilient, fault-tolerant architecture.

Our solution uses Cohesity SMB, NFS and S3 Views as a scale-out backup repository (SoBR) for VBR.
Combining VBR with Cohesity provides a comprehensive, highly scalable, and flexible backup solution
that fits the data protection needs of any size organization.

You can deploy VBR using either a simple repository or an SoBR. If you are backing up several different
physical and virtualized workloads in parallel, you can use Cohesity as a single repository for multiple
backup jobs. However, to take full advantage of Cohesity’s web-scale architecture, Cohesity recommends
using SoBRs for increased throughput and reduced backup & restore windows. SoBRs are also an
extremely effective way for organizations of all sizes to extend repositories when they run out of space.
Instead of facing the long and cumbersome relocation of backups, users can add new repositories
(known as ‘extents’) to the existing SoBR as they grow.

Figure 1: Use Cohesity as a VBR Repository
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Benefits of Using Cohesity as a Veeam Scale-out
Backup Repository

Once you start using Cohesity as an scale-out backup repository (SoBR) in Veeam, you can immediately
take advantage of Cohesity’s powerful features, including:

e Inline deduplication and compression.
e Single namespace.
e CloudArchive and Replicate your data for long-term retention and disaster recovery.

e Use Cloud Tier to reduce TCO.

Figure 2: Benefits of Using Cohesity as a VBR Repository
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These features make Cohesity an excellent choice as a VBR SoBR. A scale-out approach increases
parallelism among backup tasks and processes, reduces the time it takes to run backups and allows you
to configure as many Veeam extents as you have nodes in the Cohesity cluster.

What's more, once you start using this solution, you will benefit from a host of other Cohesity features,
including:
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Table 1: Features and Benefits of Cohesity with VBR

Storage Efficienc Maximizes storage capacity with Cohesity’s advanced data-reduction
9 y technologies, global deduplication, and compression.
Offers a modern web-scale distributed system with limitless scaling of

Web-scale Capacity performance and capacity.

Provides continuous availability architecture with a minimum replication factor

Fault Tolerance of 2 for stored data. Any node can fail, and the system continues to function.

Simplicity Simplifies deploying a global storage target to a few clicks.

CloudArchive Use CloudArchive for long-term retention and disaster recovery.

Replicate to the cloud for cost-effective disaster recovery and business

Disaster Recovery e
continuity.

Cloud Tier Use automated, policy-based tiering to lower-cost storage for reduced TCO.
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Long-term Retention with CloudArchive

When you use Cohesity as your Veeam repository, you can immediately take advantage of the following
additional Cohesity solutions for disaster recovery and business continuity:

e CloudArchive
e Cloud Recover and CloudRetrieve

e Cloud Replicate

Figure 3: Leverage Public Cloud Infrastructure for Long-term Data Retention and Archival
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Cohesity CloudArchive provides a policy-based method to archive to public clouds (AWS, Azure, and
GCP) to any S3-compatible storage, tape, and to any NFS mount point. Cohesity CloudArchive offers a
complete, self-contained copy of your backup, containing backup data, backup metadata, indexing data,
and deduplication fingerprints.

Storage and backup administrators can take advantage of Cohesity CloudArchive to address long-term
data retention requirements on Veeam repositories. The archived data is efficiently transferred and stored
by sending only deduplicated, compressed, incremental backups, thereby reducing network and storage
utilization.

Maintain Business Continuity with Disaster Recovery

Once the Veeam repositories are archived, storage and backup administrators can also take advantage
of the Cloud Recover and CloudRetrieve features to retrieve or recover their data from the public cloud:
e Cloud Recover to source cluster: Recover entire objects to your original cluster.

o CloudRetrieve to new cluster: Retrieve your previously archived data onto an entirely new cluster
as a cost-effective alternative for disaster recovery, geo-redundancy, and business continuity.
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Figure 4: Cloud Recover to Original Cluster & CloudRetrieve to New Cluster
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To learn more about CloudArchive, see the CloudArchive guides for AWS, Azure, GCP, NAS, and_S3-
Compaitible cloud object storage.

Replicate to the Cloud for Cost-Effective Disaster Recovery
& Business Continuity

Storage/Backup Administrators can take advantage of Cohesity replication for Veeam’s repositories to
another Cohesity cluster. Cohesity provides a policy-based data replication solution from the core to the
cloud to the edge, from one cluster to another cluster in your DR site.

Cohesity always performs source-side deduplication and compression first and sends only the changed
data over the network as part of replication. If the primary site becomes unavailable, application and
backup admins can fall over to the DR site for backup and recovery of their data. Storage/Backup
Administrators can recover the Veeam repository data from Cohesity destination cluster node.

Figure 5: Replicate Backups to Other Cohesity Clusters for Improved Data Resiliency
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Use Policy-based Cloud Tier for Reduced TCO

The performance, availability, and cost requirements of storing and accessing your data can change
based on your business needs. Cohesity Cloud Tier allows you to move Veeam repository data to lower-
cost storage for infrequently accessed data, reducing operating expenses and helping you meet
compliance and access frequency requirements. Cohesity can automatically move Veeam'’s repositories
between different tiers.

Veeam repository data can be down-tiered to external targets such as public cloud infrastructure
providers (AWS, Azure, Google Cloud Platform) or any S3-compatible external target, with a policy
threshold approach. Hot data in external targets can be up-tiered back to the Cohesity cluster.

Figure 6: Cohesity Supports Data Tiering with a Policy Threshold Approach
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Cohesity supports data tiering from HDDs to public cloud infrastructure. Tiering is based on policy and
includes the following thresholds:

e Storage Utilization
e Age of Data
When these configured thresholds are breached, data is tiered to the cloud. When tiered data becomes

hot data, data is seamlessly tiered from cloud to the physical cluster without user intervention.

Following the paradigm upheld throughout by Cohesity, all tiered data is compressed, deduplicated, and
encrypted.

For more, see the Cohesity Cloud Tier Architecture Reference.

To leverage all the benefits of using Cohesity as your VBR repository, get started in the next chapter!
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Cohesity for VBR Repositories Workflow Overview

To protect data using Veeam, you need to configure a Veeam backup job, associate a repository where
the data will be stored to that Veeam backup job, and optimize the settings at the backup job and
repository level. To create a repository in VBR, you require an underlying storage location. Cohesity
provides this required storage in a web-scale, globally deduplicated, and compressed format by providing
a Cohesity View via SMB, NFS or S3.

To use a Cohesity View as a repository for VBR, you need to perform a few tasks:

1. Optimize VBR settings for Cohesity.

Create a Cohesity SMB View, NES View or S3 View.

Create a VBR SMB or VBR NFS or VBR S3 scale-out or regular repository.

2
3
4. Create SOBR S3 Repository.
5

Configure your Veeam backup jobs to use the repositories that you created.

Figure 7: Configure Cohesity’s Solution for VBR
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NOTE: For instructions on how to install VBR, see Installing Veeam Backup & Replication.

After you optimize your VBR settings for Cohesity, you will have to make two choices:

e Protocol. Will you be using SMB or NFS to connect VBR to Cohesity?
e VBR Repository Type. Will you be creating an SoBR or a single, regular repository?
e S3 SOBR: You can use S3 repository with NFS or SMB VBR repository.

Use the decision tree in Figure 8 below to find the steps that apply to your environment.
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Figure 8: Choose Protocol & VBR Repository Type

Start

Choose
SmartFiles
Protocol
SMB l s3 NFS
Create SMB View Create S3 View Create NF S View
o ! e | Regoter @ ! o
Choose —_ Create S3 Regular _ Choose
Repo Type Repository in Veeam Repo Type
SoBR Regular SoBR Regular SoBR
. Create NFS Repos in
Create SMB Reposin Create SMB Repo Add SMBINF S Repository to SOBR Create NFS Repo Veeam (same as
Veeam (same as number in Veeam in Veeam number of nodes)
of nodes)
Create SMB SoBR Add 33 Regular Create NFS
with All Extents epo SoBR with All
\ Extints

Create Veeam Backup Job

1. SMB: If you decide to use SMB, you will first create a Cohesity SMB View. After that, you can choose
which type of VBR repository to create for SMB:

Create an SMB SoBR. (Recommended)

Create an SMB reqular repository.

2. NFS: If you decide to use NFS, you will first create a Cohesity NFS View. After that, you can choose
which type of VBR repository to create for NFS:

Create an NFS SoBR. (Recommended)

Create an NFS reqular repository.

3. S3:If you decide to use S3, you need to first Create a Cohesity S3 View and follow up with the SMB
or NFS regular repository. You can use S3 Repository as a capacity tier in SOBR with the NFS or
SMB repository being a performance tier.

Create a Cohesity SMB View or Create a Cohesity NFS View

Create an SMB reqular repository or Create an NFS reqular repository

Create S3 regular repository

Create S3 SOBR repository

NOTE: If your network gear supports LACP, Cohesity recommends that you configure your Cohesity
network data ports to use it. Although not required, it can provide additional network throughput to and
from the Cohesity cluster and among the nodes of the cluster. To take advantage of this, you need to
configure both the network switches and the Cohesity cluster for LACP.

For instructions, see the Networking Quick Start Guide.

Send Feedback Use Cohesity as Your Veeam Backup Repository


mailto:techguides@cohesity.com?subject=Feedback%20on:%20Use%20Cohesity%20as%20Your%20Veeam%20Backup%20Repository&body=_______________________________________________________________%0D%0A%0D%0ASubtitle:%20Leverage%20Cohesity’s%20Web-scale%20Architecture%20for%20Veeam%20Repositories%0D%0A%0D%0AVersion:%202.1%20%0D%0A%0D%0ADate:%20July%202024%20%0D%0A%0D%0ASection:%20%0D%0A%0D%0ATable%20Number:%20%0D%0A%0D%0AFigure%20Number:%20%0D%0A%0D%0AFeedback:%20%0D%0A%0D%0A%0D%0A_______________________________________________________________%0D%0A
https://docs.cohesity.com/HomePage/PDFs/Cohesity-White-Paper-Fault-Tolerance-Data-Integrity.pdf

COHESITY S

Optimize VBR Settings for Cohesity

There are several Veeam settings designed to throttle performance. In this solution, you can raise those
limits and set the Transport mode to improve performance still further.

Cohesity can perform data deduplication globally. This feature, coupled with specific parameters in the
VBR Repository and Job settings, can be fully optimized to take advantage of the distributed nature of
Cohesity. Even though VBR software can provide deduplication services as well, it is best that the
resource-intensive tasks of inline deduplication be off-loaded to Cohesity. Therefore, Cohesity
recommends enabling deduplication and compression on Cohesity, and turning them off on Veeam. This
allows data across all Veeam jobs to be deduplicated against each other, resulting in fewer blocks written
to disk.

To optimize Veeam for Cohesity:

e Increase concurrent streams on the Veeam proxy server

e Increase the number of streams in the Veeam registry

e Setthe Transport Mode of the Veeam proxy server to Network

Increase Concurrent Streams on the Veeam Proxy Server

To get maximum write performance from Veeam, add adequate number of Veeam proxy servers
according to the workloads and increase concurrent streams allowed on the Veeam proxy server.

To allow more concurrent streams of data to each node in your Cohesity cluster, configure the Veeam
proxy server to increase the number of Max concurrent tasks to 12 or 16.

To change the number of Max concurrent tasks on the Veeam proxy server, log in to Veeam and select
Backup Infrastructure > Backup Proxies > Select Proxy Server > Right-click Proxy > Select
Properties.

Figure 8: Increase Max Concurrent Streams on Your Veeam Proxy Server

Edit VMware Proxy X

Server
Choose a server for VMware backup proxy. You can choose between any Microsoft Windows or Linux servers added to the
Managed Servers which are not assigned a VMware backup proxy role already.

I Server Choose server:

Traffic Rules
Proxy description:

Apply Veeam Testing

Transport mode:
et

Connected datastores:
Automatic detection (recommended) Choose...

Max concurrent tasks:

-0

Next > Finish Cancel
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Increase the Number of Streams in the Veeam Registry

You can increase the number of streams by adding registry entries on the Veeam proxy server. However,
make sure that the system contains enough vCPU/CPU and memory. Otherwise, Veeam might throw an

error like ‘Proxyserver has insufficient CPU resources.” According to our test results, each diskin a VM in
the backup job required 1 vCPU/1 Core and 2GB memory, as per Veeam guidelines.

To edit the registry key value:
1. Locate HKEY_LOCAL_MACHINE\SOFTWARE\Veeam\Veeam Backup and Replication\

2. Add a REG_DWORD with the name MaxSnapshotsPerDatastore and a value greater than 4.

Set the Transport Mode of the Veeam Proxy Server to
‘Network’

Network Block Device (NBD) mode delivers better performance than hot-add when a 10Gbps Ethernet
Network is configured on your Veeam and proxy servers. Using NBD, the ESX/ESXi host reads data from
storage and sends it across the network to the backup server. You can set the Transport Mode in your
proxy server configuration.

IMPORTANT: Make sure all Veeam servers and proxy servers have 10 Gbps interfaces. If one of them
does not, Cohesity recommends you to not include that server in this solution.

To set the Transport mode of the proxy server:

1. From the Veeam management console, select the configured proxy server and right-click Backup
Infrastructure to select Backup Proxies > Select Proxy Server.

2. Under Transport mode, click Choose and select Network.

Edit VMware Proxy X

Server
Choose a server for VMware backup proxy. You can choose between any Microsoft Windows or Linux servers added to the
Managed Servers which are not assigned a VMware backup proxy role already.

I Senver Choose server:
‘ Traffic Rules

Proxy description:
Apply Veeam Testing

Summary

Transport mode:

Connected datastores: ‘h
Automatic detection (recommended) Choose...
Max concurrent tasks:
8 -

Next > Finish Cancel
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To review all the Veeam settings that you tuned in the previous sections, as well as your optimal Veeam
repository and backup job settings in the upcoming sections, see Table 2 below.

Table 2: Veeam Performance Settings for Cohesity

Veeam Registry

Proxy Server

Veeam Repository

Veeam Backup Job

Change the
MaxSnapshotsPerDatastore

reqistry value.

Select Transport mode
Network.

Increase the Max Concurrent
tasks.

Uncheck Limit maximum
concurrent tasks to.

Uncheck Limit read and
write data rates to.

Check Use per-VM Backup
files in the Advanced
options.

Uncheck Enable inline data
deduplication.

Check Exclude swap file
blocks.

Check Exclude deleted file
Blocks.

For Compression level,
select None.

Select Local target (Large
Blocks).

This value increases the
number of snapshots per
datastore on VMware and
supports more concurrent
sessions.

Transport mode Network.

Increase the max concurrent
tasks to increase the
parallelism.

Remove the limits on
concurrent tasks and read/write
data rates.

For SMB, see Create SMB
Repositories on VBR below.

For NFS, see Create NFS
Repositories on VBR below.

For S3, see Create S3 Repositories
on VBR below.

Disable inline data
deduplication and compression
on Veeam.

Select Large Blocks to get
better performance on
Cohesity.
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Create Cohesity SMB View for VBR Repositories

To use Cohesity storage as a VBR repository via SMB, you must create a Cohesity View, choose a QoS
policy, and configure the View for SMB. For this solution, Cohesity recommends having Inline
Deduplication and Inline Compression enabled on the Storage Domain where you create the View.

To create an SMB share to store Veeam backups:

1. Create a Cohesity View, select the optimal QoS policy, set SMB access type and permissions, and
add a Share Allowlist.

2. Tune the gflags on your Cohesity cluster to optimize SMB View performance.

3. Create:

o An SMB SoBR on Veeam.

o An SMB reqular repository on Veeam.

4. Configure your Veeam backup jobs to use Cohesity storage.

IMPORTANT: Before you create your View, ensure that Cohesity is joined into Active Directory. For
instructions on doing so, see Join Active Directory in the online Help.

Cohesity recommends enabling inline deduplication and inline compression on the Cohesity Storage
Domain in which you create the View. For details, see Create or Edit Storage Domains in the online Help.

To create an SMB View for VBR:

1. Log into Cohesity and navigate to SmartFiles > Views.

COHESITY Q search perobe @ @ H 0 &
Views

os

@ —

: 0

4 1 0 0 12.07 ki 0.62x 19.58«kie Osytes 19.58 xis
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2. Onthe Views page, click the “Create View” sign and click on Veeam under Backup Target.

COHESITY Q search [CRL I SOM Ll view Templates
Views Predetin

2% _
Views deal Use Cases [}

Q > —_— -1

50 > ° o

- - 0 12.07«ie 0.62x 19.58«kie OBytes 19.58«kie Digial Archive

Views N

]

- >

D >

: B

& >

3. Inthe Create View form, name the View, choose the Storage Domain, select category as Backup
Target, under Read/Write Protocol, select SMB only, and click More Options.

Fcreate View

View Name

VeeamView 0

Category

Storage Domain

DefaultStorageDomain (Recom... x

Read/Write Protocol

SMB

b

Y

Cancel

More Options

b

+
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4. Under Performance, click Edit (/) on the right and select the QOS policy.

Create View

SMB_veeam

DefaultStorageDomain (Recommended) ~

SMB v t t w

Backup Target SSD E

NOTE: For SMB Views for VBR, Cohesity recommends the Backup Target SSD QoS policy. For
test results, see Appendix A: Choose QoS Policy for Your VBR Repositories.
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5. In the same form, under Security, click Edit (/) on the right, click Add under IP Allowlist, and
enter the Subnet IP, Subnet Mask, and a Description for each of your VBR servers and Veeam
proxy servers. Click Add. Finally, click Create at the bottom of the form.

Create View

Backup TargetSSD  ~

Add Allowlist

SMB Permissior @ Read/Write O Read Only O Disabled

®

Cancel
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(@ Override Global 1P Allowlist () Extend Global IP Allowlist

Subnet Allowlist Add
Add the nets (in IP jes) that €
Q
Subnet SMB Permissions
/7 O
I 50 v
etgroup Allowlist
(® Override Global Netgroup Allowlist () Extend Global Netgroup Allowlist

Netgroup Allowlist Add

id the Netgroups that have permission for all Views

NOTE: If you add more Veeam proxy servers in the future, ensure that you add them to the share
Allowlist in this View.

Now that you have created the Cohesity SMB View, verify that the SMB share (which has the same name
as the View) is accessible by the VBR server and proxies using the \\<vip>\<Viewname> format.

For better performance, create multiple directories in the Cohesity View equivalent to the number of
nodes in the cluster. Proceed to Create SMB Repositories on VBR to create an SMB repository.

Example:
\\<vipl>\<Viewnamel>\Directoryl
\\<vip2>\<Viewnamel>\Directory?2

\\<vip3>\<Viewnamel>\Directory3

TIP: Should you encounter access issues, which appear most commonly as ‘Access Denied’ and ‘Can’t
open for writing’ error messages in VBR, the most likely cause is an issue with the IP Allowlist or Active
Directory permissions. To troubleshoot these issues, use Cohesity filer audit logging on the Cohesity
View, which will indicate the cause.

For instructions, see Enable File Services Audit Logs in the online Help.

Optimize SMB View Performance

Gflags are tunable parameters used to customize and optimize performance for different operating
environments. For optimal SMB performance, Cohesity recommends modifying these gflags while setting
up Cohesity as a target repository for VBR.

See Recommended settings when using Cohesity as a filer for more detail. Contact Cohesity Support to
help you change the gflag settings.

Now that you have created your Cohesity SMB View for VBR, you are ready to create an SMB SoBR or
regular repository on VBR.

Send Feedback Use Cohesity as Your Veeam Backup Repository


mailto:techguides@cohesity.com?subject=Feedback%20on:%20Use%20Cohesity%20as%20Your%20Veeam%20Backup%20Repository&body=_______________________________________________________________%0D%0A%0D%0ASubtitle:%20Leverage%20Cohesity’s%20Web-scale%20Architecture%20for%20Veeam%20Repositories%0D%0A%0D%0AVersion:%202.1%20%0D%0A%0D%0ADate:%20July%202024%20%0D%0A%0D%0ASection:%20%0D%0A%0D%0ATable%20Number:%20%0D%0A%0D%0AFigure%20Number:%20%0D%0A%0D%0AFeedback:%20%0D%0A%0D%0A%0D%0A_______________________________________________________________%0D%0A
https://docs.cohesity.com/6_8_1/Web/UserGuide/Content/Concepts/AccessFileSystemAuditLogs.htm?Highlight=audit%20logs#FileServicesAuditLogs
https://support.cohesity.com/s/article/Recommended-settings-when-using-Cohesity-as-a-filer
https://support.cohesity.com/s/article/Recommended-settings-when-using-Cohesity-as-a-filer
https://www.cohesity.com/support/

COHESITY o

Create SMB Repositories on VBR

When you use a Cohesity SMB share to create an SMB repository on VBR, you will need to tune the
following repository options for optimal throughput:

e Remove the load-control limits for concurrent tasks and read/write rates.

e [For storage compatibility settings, select Use per-VM backup files.

IMPORTANT: When configuring Cohesity as an SoBR for Veeam, Cohesity recommends using the
same number of Veeam extents as the nodes you have in the Cohesity cluster.

Create an SMB Scale-out Backup Repository on Your Veeam
Server

While VBR can be supported using either a regular (single) or an SoBR, SoBR is a logical entity that is a
collection of multiple backup repositories. It creates a pool of storage devices. Cohesity recommends
using a SoBR because SoBR delivers highly improved write performance on Cohesity, as it writes into all
nodes in parallel. See Table 3 to understand the benefits of using a scale-out repository.

Table 3: Scale-out Backup Repository or Regular Repository for Veeam

VEEAM ACCESS

REPOSITORY PROTOCOL METHOD NOTES

e Scale-out increases parallelism
among backup jobs and thus
reduces the backup window.

Scale-out Backup i e Allows the user to configure as
Repository SMB,NFS,S3 ‘(;PCESZ‘Q?P $ g "
(SOBR) edicate S many Veeam extents as the
number of nodes in the Cohesity
cluster.

e Best suited for Cohesity storage.

Regular (Single) . e Not recommended for Cohesity
Repository SMB, NFS Access via FQDN storage.

NOTE: Creating a SoBR requires a Veeam Enterprise Plus license.

To start creating an SMB SoBR, you will first follow the steps to create a single, reqular SMB repository
for VBR and then repeat those steps to create as many SMB repositories as the number of nodes in the
Cohesity cluster. While creating each repository, access the Cohesity SMB share via dedicated Cohesity
VIPs instead of FQDN. For example, if you have four nodes, then you set four VIPs and you should
create one SMB View and access the same View using each node’s unique VIP by creating the
dedicated directory for each repository.
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Figure 9: Create SMB SoBR on VBR

Start

|

Choose
SmartFiles
Protocol

SMB

Create SMB View

!

Choose
Repo Type

SoBR

Create SMB Reposin
Veeam (same as number
of nodes)

Create SMB SoBR
with All Extents

Create Veeam Backup Job

To create an SMB SoBR in the Veeam management console:

1. Repeat the steps in Create an SMB Reqgular Repository on VBR using an SMB Share to create the
same number of SMB repositories as nodes in the Cohesity cluster by accessing the View name using
the dedicated VIP address for each directory in SMB Share of a View. As Veeam recommend that
each VIP or IP should access a unique directory structure

For example, if you have a four-node cluster and then create one view, ‘veeamview’, and create four
directories in the View by accessing the SMB share. You create four SMB regular repositories using a
unigue VIP address with the number of directories in the SMB share. The pattern should be as follows:

\\<vip01>\Veeamview\Directoryl
\\<vip02>\Veeamview\Directory2
\\<vip03>\Veeamview\Directory3

\\<vip04>\Veeamview\Directory4
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2.

To find the VIP of each of your Cohesity nodes, log in to Cohesity, navigate to Settings > Networking
and click the VIPs tab. Find the IP address of each node next to Interface Group ID and right-click >
Copy it from there.

Networking

s

VIPs @
q x:

14
ol

3. From the Backup Infrastructure section of the Veeam management console, right-click Scale-out
Repositories and select Add scale-out backup repository

v Home Scale-out Repository

Add Scale-out
Repository

Repository
Manage Scale-out Repository

Manage Settings Tools

Backup Infrastructure

Q

5 Backup Proxies

&1 Backup Repositories
£ External Repositories

(53] Scale-out Repg —E
&» WAN Accel ‘ (!
Service Provid [ =

Send Feedback
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£, SOBR_NFS_S3
£}, SOBR S3

Add scale-out backup repository.

O

Rescan
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4. Name the SoBR and click Next.

New Scale-out Backup Repository

{%‘_‘ Type in 3 name and description for this scale-out backup repository.
!

IS -
|Sca|e-om Backup Repository 3

Performance Tier o
Description:
For Documentation|

Placement Policy
Capacity Tier

Summary

% - -

Under Performance Tier, select the SMB extents you wish to add, which was created as an SMB

5.
backup repository. If you have created 4 Smb-backup repositories, then add all four to the SoBR and
click Add.
New Scale-out Backup Repository X
9 Performance Tier
’g:'—’_“ Select backup repositories to use as the landing zone and for the short-term retention.

Name Bdunis .
Name
I (: ... - ooty et :

£2:Backup Repository - Cohesity SMB2

Placement Policy

2, Backup Repository - Cohesity SMB3
Capacity Tier 7 Backup Repository - Cohesity SMB4
Summary

Click Advanced to specify additional scale-out backup repository options.

< Previous Next > Finish Cancel
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6. Click Advanced and select the Use per-machine backup files option. Then click OK.

New Scale-oddBackup Reporitory

— Performance Tier
Select backup repostories to use a3 the landing zone and for the short-term retention.

OO0
Name Extents: > 5
— —
) - -
Plac Policy Advanced Settngs X
Capachty Tier per machine backup fies (recommended) |
backup pedformance for storage devices beneftng from multple VO
s Thes &5 the recommended setting when backing up to enterprise grade |
block storage and deduph: 3 storage apph |
[ ] Perform full backup when the required extent is of fline |
When a etent with previous backup files cannot be reached, jobs will |
perform 1l backup wistead of fadng to create an incremental backup.
Scale-0ut repostory must be sized approprately to handie multiple fulls. |

Click Advanced to speciy additionsl scale-out backup repository options.

[ <Previous | [ Net> | [THSSRTT [ comcet

7. Under Placement Policy, select Performance and click Next.

New Scale-out Backup Repository

-,  Placement Policy
- Choose a backup files placement policy for this performance tier. When more than one extent matches the placement policy,

gl—l" > backup job will choose the extent with the most free disk space available.

Name O Data locality
s All dependent backup files are placed on the same extent. For example, incremental backup files will
Performance Tier be stored together with the corresponding full backup file. However, the next full backup file can be

created on another extent (except extents backed by a deduplicating storage).

ESe—— .
Capacity Tier remental backup files are placed on a different etent from the corresponding full backup file,
ing for better backup file transformation performance with raw storage devices. Note that

ing an extent with a full backup makes ing from P

Summary
Specify the placement policy for full and incremental backup files. Customize...

<m[§] [ cancel
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8. Click Apply to save these settings and continue.

i New Scale-out Backup Repository

- Capacity Tier
=3 Specify object storage to copy backups to for redundancy and DR purposes. Older backups can be moved to object storage

: (:—’]—,_ completely to reduce long-term retention costs while preserving the ability to restore directly from offloaded backups.

Name [ Bxtend scale-out backup repository capacity with object storage:
Performance Tier BoaiS20.0F

Placement Policy

Summary

Manage passwords

< Previous % nish Cancel

9. Click Finish to complete the SMB SoBR creation.

New Scale-out Backup Repository

i’E Review the scale-out backup repository settings, and click Finish to exit the wizard.

Name Summary:
ale-out backup repository was created successfully.
Performance Tier
Placement Policy
Capacity Tier

You have successfully created an SMB SoBR. To map this repository in your Veeam backup job, see
Configure Veeam Backup Jobs to Use Cohesity Storage below.
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leleate an SMB Regular Repository on VBR using an SMB
Share

In addition to SoBRs, you can also create a regular repository on VBR using the Cohesity SMB View. In
fact, to create an SoBR, you need to start by creating several regular Veeam repositories according to the
procedure below. Note that SoBRs deliver much better performance, so Cohesity strongly recommends
using an SoBR over a single regular repository.

Figure 10: Create SMB Regular Repository on VBR

Start

|

Choose
SmartFiles
Protocol

SMB
Create SMB View
Choose

Repo Type

Regular

Create SMB Repo
in Veeam

Create Veeam Backup Job
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To use a Cohesity SMB share as a single, regular VBR repository:

1. First, create a directory in the Cohesity View, which will be used to create a Veeam backup
repository; access Cohesity View by using \\<vip>\Veeamview, enter the credentials to authenticate,
and then create new folders in it.

Network > > phyview_all_vip > DIR3_VIP3_PXY3
Name Date modified Type Size
View >
Sort by >
Group by >
Refresh

Customize this folder...

Paste

Paste shortcut

Undo Rename Ctrl+Z
New o > Foldu%
Propeﬁ & Shortc

= Bitmap image
@3 Contact
% Rich Text Document
| Text Document
g Compressed (zipped) Folder

2. From the Backup Infrastructure section of the Veeam management console, right-click Backup
Repositories and select Add Backup Repository.

Backup Repository

P
Add
Repository

Manage Repository

Backup Infrastructure

Add backup reposﬁ%ﬂ
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3. Inthe window that opens, select Network attached storage.

Add Backup Repository

Select the type of backup repository you want to add.

&= Direct attached storage
5 Microsoft Windows or Linux server with internal or direct sttached storage. This configuration enables data
= movers to run directly on the server, all g for fastest perf
[ no ork attached storage
L 4 rk share on a file server or 3 NAS device. When backing up to a remote share, we recommend that you
gateway server located in the same site with the share.

i33i2  Deduplicating storage appliance
A Dell EMC Data Domain, ExaGrid, HPE StoreOnce or Quantum DXi. if you are unable to meet the requirements of
advanced integ via native appliance AP, use the network attached storage option instead.

On-prem object storage system or a cloud object storage provider. Object storage can only be used a3 s Capacity

% Object storage
Tier of scale-out backup repositories, backing up directly to object storage is not currently supported.

Cancel
4. Click SMB share option.
x
@ Network Attached Storage
Select the type of a shared folder you want to use as a backup repository.
£5=i NFSshare
E'_‘_' Adds an NFS share. This is the rec ded config for | ging storage capacity provided by NAS
devices.
i 48SMB share
|®‘ { s an SMB (CIFS) share, For reliability this config s rec ded for conti ty availabl
network shares only.

Send Feedback Use Cohesity as Your Veeam Backup Repository


mailto:techguides@cohesity.com?subject=Feedback%20on:%20Use%20Cohesity%20as%20Your%20Veeam%20Backup%20Repository&body=_______________________________________________________________%0D%0A%0D%0ASubtitle:%20Leverage%20Cohesity’s%20Web-scale%20Architecture%20for%20Veeam%20Repositories%0D%0A%0D%0AVersion:%202.1%20%0D%0A%0D%0ADate:%20July%202024%20%0D%0A%0D%0ASection:%20%0D%0A%0D%0ATable%20Number:%20%0D%0A%0D%0AFigure%20Number:%20%0D%0A%0D%0AFeedback:%20%0D%0A%0D%0A%0D%0A_______________________________________________________________%0D%0A

COHESITY &

5. Name the repository and then click Next to continue.

New Backup Repository

Name Qg%(}
Type in aYiame and description for this backup repository.

Name Name: _@
Backup Repository - Cohesity SMEB

Descrption:
For Documentation|

6. Under Shared Folder, type the access path in the format “\\<VIP>\Viewname\Directory” and click
Next.

NOTE: If you plan to create multiple backup repositories, make sure you follow the following
Pattern. See Point 1 of Create an SMB Scale-out Backup Repository on Your Veeam Server.

\\<vip01>\Veeamviewl1\Directoryl
\\<vip02>\Veeamview1\Directory2
\\<vip03>\Veeamviewl1\Directory3

\\<vip04>\Veeamviewl\Directory4
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New Backup Repository X
<o, Share
EZ0  Typein UNC path to share (mapped drives are not supported), specify share access credentials and how backup jobs should
% write data to this share,
Name Shared folder: S
[\\Cohesity_Cluster_VIP1\ViewName\Directoryl y | Browse... |
N .. ..o o
Repository [ This share requires access credentials:
Mount Server [ "] [ Add...
Manage accounts
Review
; Gateway server:
Apply @ Automatic selection
Thef 1 R
S O The following server:
(Backup server) v

Use this option to improve performance and reliability of backup to a NAS located in a remote site.

< Previous [—_@_'_] foh | Cancel

7. Uncheck Limit maximum concurrent connection tasks to and Limit read and write data rates

to.
wa«mw X
«=, Repository
B0 Typein path to the folder where backup files should be stored, and set repository load control opti
=
Name Location
Path to folder:
Share [\ FOON nveeamview |
I S oo w2m opune
W Freespace 333TB
Mount Server
Load control
Review Running too many concurrent tasks against the same repository may reduce overall performance,
cause /O operations to ti Control ?devke ion with the following settings:
Apply it madmum concurrent tasks to: S
it read and write data rates to: * Me/s
Click Advanced to ize repository settings  Advanced...
<Pmnws Finish Cancel
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8. Click Advanced to open the Storage Compatibility Settings. In that window, select Use per-
machine backup files. This enables more concurrent streams to the Cohesity cluster, increasing

the overall throughput. Click OK and then click Next.

— Repository
Type in path to the folder where backup files should be stored, and set repository load control options.
Storage Compatibility Settings X
Name [4] Align backup file data blocks (recommended)
Significantly improves backup and restore performance while reducing storage
Share CPU usage by avoiding unaligned /0. Increases backup size by less than 2%.
[] Decompress backup file data blocks before storing Populate
. Source data mover compresses data according to the backup job compression
M Se settings to minimize LAN traffic. Uncompressing the data before storing allows
e for better deduplication ratio on most deduplicating storage appliances.
Review ! tory is backed by rotated drives erall perfformance, and
gim e be o . " . jettings:
Apply o
Summary b4l Use per-machine backup files
oves backup performance for storage devices benefiting from multiple VO
5. This is the recommended setting when backing up to enterprise grade
block storage and deduplicating storage appliances.
% Concel

9. Select the Mount server and Instant recovery write cache folder, which can be used during

Click Ady d to P y setting: ' Advanced

< Previous ﬁ Finish Cancel

restore. Click Next.

*’ﬁdn Backup Repository

Mount Server

Specify a server to mount backups to when performing advanced restores (file, application item and instant VM recoveries).
Instant recoveries require a write cache folder to store changed disk blocks in.

Mount server:
(Backup server) v | Add New...

Instant recovery write cache folder:

Repository [C:\ProgumDna\Veeam\Backup\lRCache\ ] ¥
Ensure that the selected volume has sufficient free disk space to store changed disk blocks of i "
recovered VMs. We recommend placing write cache on an SSD drive.

Revi Ports...

[ Enable vPower NFS service on the mount server (recommended)

Unlocks instant recovery of any backup (physical, virtual or cloud) to a VMware vSphere VM.
vPower NFS service is not used for instant recovery to a Microsoft Hyper-V VM.

< Previous Finish Cancel
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10. Review the repository settings and click Apply.

33

Edit Backup Repository X
Review
Please review the settings, and click Apply to continue.
Name The foll g comp will be p d on server kpsvr11.pmad01.pm.cohesity.com:
Component name Status
e Transport already exists
Repository vPower NFS already exists
Mount Server already exists
Mount Server
Apply @
Summary
i % Finsh | [ Cancel
11. Click Finish to complete the SMB regular repository creation.
New Backup Repository X
Apply

Please wait while backup repository is created and saved in configuration. This may take a few minutes...

Name

Message Duration
Share @ Starting saving job 0:00:06
© Discovering installed packages 0:00:12
Repository 2 Registering client VEEAMSERVEROR for package Transport
) Registering client VEEAMSERVERO2 for package vPower NFS
Mount Server ) Registering client VEEAMSERVEROR for package Mount Server
Reien @ Discovering installed packages

) Al required packages have been successfully installed

© Detecting server configuration

) Reconfiguring vPower NFS service

) Creating configuration database records for installed packages
) Creating database records for repository

) Backup repository has been added successfully

&

You have successfully created a regular VBR repository using an SMB share from Cohesity. To map this
repository in your Veeam backup job, see Configure Veeam Backup Jobs to Use Repositories on

Cohesity below.
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Create Cohesity NFS View for VBR Repositories

Cohesity and VBR also support the NFS protocol. NFS repositories are a good choice for data centers
that run primarily on Linux or UNIX.

To create an NFS export to store Veeam backups:

1. Create an NFS export on Cohesity, configure a repository server on Veeam, select the optimal QoS
policy, and add IP into Allowlist.

2. Create:
o An NFS SoBR on Veeam.

o An NFS reqgular repository on Veeam.

3. Configure your Veeam backup jobs to use Cohesity storage.

Cohesity recommends enabling inline deduplication and inline compression on the Cohesity Storage
Domain in which you will be creating your Cohesity Views. To enable them, or to create a new Storage
Domain, see Create or Edit Storage Domains in the online Help.

To create an NFS View for VBR:

1. Log into Cohesity and navigate to SmartFiles > Views.

COHESITY Q search piverore G @ H A &
= Views

°
B 1 0 0 12.07«i8 0.62x 19.58«kie O Bytes 19.58 kis

2. Onthe Views page, click “Create View” and select Veeam

“ 1 0 0 12.07 k8 0.62x 19.58kie OBytes 19.58 ie

P B G 3 p

-9
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3. Inthe Create View form, name the View, choose the Storage Domain, and select category as

Backup Target, Under Read/Write Protocol, select NFS v3. Click More Options.

Create View

NFS3Veeam| 0
DefaultStorageDomain (Re(omn‘endedic
NFSv3 g v

Cancel MoreOptions

NOTE:

e For Veeam SoBRs, Cohesity recommends using the Backup Target SSD QoS policy in the

Cohesity NFS View.

o For Veeam regular repositories, Cohesity recommends using the TestAndDev High QoS

policy in the Cohesity NFS View.
For details, see Appendix A: Choose Optimal QoS Policy for Your VBR Repositories.

4. In the same form, under Security, click Edit (j).
5. Under IP Allowlist, click Override Global IP Whitelist.
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6. Click Add and enter the Subnet IP, Subnet Mask, and a Description for each of your VBR servers
and Veeam proxy servers and click Add. Finally, click Create at the bottom of the form.

Create View

NOTE: If you add more Veeam proxy servers in the future, ensure that you add them to the share
IP Whitelist in this View.

7. For better performance, create multiple directories in the Cohesity View equivalent to the number of
nodes in the cluster. Proceed to Create an NFS Reqular Repository on VBR Using an NFS Mount
Point to create an NFS repository. The pattern should be as follows:

VIPl:/NFS1/Dirl
VIP2:/NFS1/Dir2
VIP3:/NFS1/Dir3
VIP4:/NFS1/Dir4

8. To mount the NFS view and create a directory in it, use the following process:
mount -t nfs -o

noatime, vers=3, proto=tcp,rsize=1048576,wsize=1048576, timeo=10000,hard, int
r,nolock cohOl.cohesity.com:/NFS1 /home/cohesity userl/nfsdir
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Navigate to the Mounted NFS Export and use the ‘mkdir' command to create the directory.

Configure a Repository Server on Veeam to Access Cohesity
NFS Export

To create a Veeam NFS repository, use a Linux server to mount the Cohesity NFS export. Once the
Cohesity NFS exports are mounted on the Linux server, VBR will be able to explore the NFS mounts.

For optimal throughput to Cohesity storage, Cohesity recommends you using multiple repository servers.
Also, ensure that all your Linux servers meet Veeam’s backup repository server system requirements
and their Linux OS package requirements.

To mount the NFS export and configure the Veeam repository server as an NFS repository, see How to
connect a Linux NES client to a Cohesity NFS export in the Cohesity Support portal.

For example:

mount -t nfs -0 noatime,vers=3,proto=tcp,rsize=1048576,wsize=1048576,timeo=10000,hard,intr,nolock
coh01.cohesity.com:/NFS1 /home/cohesity_userl/nfsdir

IMPORTANT: You must include the nolock option (as shown in the example above) when you mount
the Cohesity NFS export to the Linux server, to avoid the issue described in Veeam KB 1741.

Troubleshoot PerlSoap

The Linux server process might fail with the error message, ‘Unable to find perlsoap protocol.” Ensure
that your Linux server is installed with rpcbind, nfs-common, and Perl.Data.Dumper packages
before configuring a repository server, as these are mandatory packages for the repository server.
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When you use a Cohesity NFS export to create an NFS repository on VBR, you will need to tune the
following repository options for optimal throughput:

Remove the load-control limits for concurrent tasks and read/write rates.

For storage compatibility settings, select Use per-VM backup files.

IMPORTANT: When configuring Cohesity as an SoBR for Veeam, Cohesity recommends:
Using the same number of Veeam extents as you have nodes in the Cohesity cluster.

A minimum configuration of at least four nodes in the Cohesity cluster.

Create an NFS Scale-out Backup Repository on Your Veeam
Server

Though Veeam Backup & Replication (VBR) can be supported using either a regular (single) or an
SoBR, SoBR is a logical entity that is a collection of multiple backup repositories. It is creating a pool of
storage devices. Cohesity recommends using a SoBR. An NFS SoBR delivers highly improved write
performance on Cohesity, as it writes into all nodes in parallel. For more detail about the benefits of
using an SoBR, see Table 3 above.

NOTE: Creating an SoBR requires a Veeam Enterprise Plus license.

To start creating an NFS SoBR, you will first follow the steps to create a single, reqgular NFS repository
for VBR and then repeat those steps to create as many NFS repositories as the number of nodes in the
Cohesity cluster. While creating each repository, access the Cohesity NFS export via dedicated Cohesity
VIPs instead of FQDN. For example, if you have four nodes and they each have a VIP, then you should
create one NFS View and access the same View using each node’s unique VIP by creating a dedicated
directory for each repository.

Send Feedback Use Cohesity as Your Veeam Backup Repository


mailto:techguides@cohesity.com?subject=Feedback%20on:%20Use%20Cohesity%20as%20Your%20Veeam%20Backup%20Repository&body=_______________________________________________________________%0D%0A%0D%0ASubtitle:%20Leverage%20Cohesity’s%20Web-scale%20Architecture%20for%20Veeam%20Repositories%0D%0A%0D%0AVersion:%202.1%20%0D%0A%0D%0ADate:%20July%202024%20%0D%0A%0D%0ASection:%20%0D%0A%0D%0ATable%20Number:%20%0D%0A%0D%0AFigure%20Number:%20%0D%0A%0D%0AFeedback:%20%0D%0A%0D%0A%0D%0A_______________________________________________________________%0D%0A

COHESITY

Figure 11: Create NFS SoBR on VBR

Start
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To create an NFS SoBR in the Veeam management console:

1. Repeat the steps in Create an NFS Reqgular Repository on VBR Using an NES Mount Point to create
the same number of NFS repositories as nodes in the Cohesity cluster by accessing the share name
using the VIP address of each node.

For example, if you have a four-node cluster, then create one NFS View and four directories, you
create four NFS regular repositories using VIP address with the viewname and directories name as
follows:

/I<vip01>/NFS4Veeaml/Directoryl
/I<vip02>/NFS4Veeam1/Directory2
/I<vip03>/NFS4Veeam1/Directory3

[I<vip04>/NFS4Veeaml/Directory4
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a) To find the VIP of each of your Cohesity nodes, log in to Cohesity, navigate to Setting
>Networking, and click the VIPs tab. Find the IP address of each node next to Interface Group
ID and right-click > Copy it from there.

= Networking

s
VIPs @

L
@ \ W

2. From the Backup Infrastructure section of the Veeam management console, right-click Scale-Out
Repositories and select Add scale-out backup repository.

Scale-out Repository

§+ x "'s"\ z‘(é
cé‘;ﬁ 5 ala =
Add Scale-out Edit Scale-out Remove Set Access Rescan
Repository Repository Repository Permissions = Repository
Manage Scale-out Repository Manage Settings Tools
Backup Infrastructure Q +
& Backup Proxies Name

& Backup Repositories
Ea External Repositories

53! Scale-out .
& WAN Accel soncic,  Add scale-out backup rep@ory...
;_\} Service Providers ré Rescan

4 & SureBackup
53_-, Application Groups
b Virtual Labs

4 (%1 Managed Servers
{5 VMware vSphere

= B M-
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3. Name the SoBR and click Next.

New Backup Repository X

Name
Type in a name and description for this backup repository.

Name: N

INFS Scale-out Backup repository y
Share S

Description:

Repository For Documentation|

Mount Server

Review

Apply

Summary

4. Under Performance Tier, select the NFS extents you wish to add to the SoBR which was created as
an NFS backup repository. If you have created 4 NFS backup repositories, then add all four to the
SoBR and Click Next to continue.

£d% Scale-out Backup Repository x
e Performance Tier
E“ Select backup repostones 10 use a3 the landing 10ne and 10f the 1hort -term retention.
0 I..‘.'
Name
_ 1) Bachup Repostory - NFSI
Placement Pobcy 1 Backup Repostory - NFS2
1) Backup Reposioey - NFS3
Capacity Tier | 1 Backup Repostory - NFSE
Summary
Chck Advanced to speciy addtronal scale-out backup repostory optons. Advanced

<m¥ Finish Cancel
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5. Click Advanced and select Use per-Machine backup Files. Click OK.

Advanced Settings X

Use per-machine backup files (recommended)
- dMImproves backup performance for storage devices benefiting from multiple I/O
streams. This is the recommended setting when backing up to enterprise grade
block storage and deduplicating storage appliances.

[] Perform full backup when the required extent is offline

When a repository extent with previous backup files cannot be reached, jobs will
perform an active full backup instead of failing to create an incremental backup.
Scale-out repository must be sized appropriately to handle multiple fulls.

I % || conce

6. Under Placement Policy, select Performance and click Next.

“New Scale-out Backup Repository X

Placement Policy
Choose a backup files placement policy for this performance tier. When more than one extent matches the placement policy,
backup job will choose the extent with the most free disk space available.

Name O Data locality
All dependent backup files are placed on the same extent. For example, incremental backup files will
Performance Tier be stored together with the corresponding full backup file. However, the next full backup file can be

created on another extent (except extents backed by a deduplicating storage).

' Performance
Capacity Tier Wcremental backup files are placed on a different extent from the comesponding full backup file,
ing

ing for better backup file transformation performance with raw storage devices. Note that

Summary an extent with a full backup makes restoring from increments impossible.

Specify the placement policy for full and incremental backup files. Customize...

< Previous % Finish Cancel
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7. Click Apply and then Finish to complete the NFS SoBR creation.

£dn Scale-out Backup Repository
Capacity Tier
K 1 Specify object storage to copy backups to for redundancy and DR purposes. Older backups can be moved to object storage
L e—!—\ completely to reduce long-term retention costs while preserving the abdity to restore dwectly from offloaded backups.
Name [ &xtend scale-out backup repository capacity with object storage:
Backup Repository -Cohesity Object service

Performance Tier

Placement Policy

Summary

Manage passwords

< Previous Finsh Cancel

You have successfully created an NFS SoBR. To map this repository in your Veeam backup job, see
Configure Veeam Backup Jobs to Use Cohesity Storage below.

Create an NFS Regular Repository on VBR Using an NFS
Mount Point

In addition to SoBRs, you can also create a regular repository on VBR using the Cohesity NFS View. In
fact, to create an SoBR, you need to start by creating several regular Veeam repositories according to
the procedure below. Note, however, that SOBRs deliver much better performance, so Cohesity strongly
recommends using an SoBR over a single regular repository.
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Figure 12: Create NFS Regular Repository on VBR
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To use a Cohesity NFS mount point as a single, regular VBR repository:

1. From the Veeam management console, right-click Backup Repositories and select Add backup

repository.

Backup Repository

=+
=
=
Add

Repository t 0%9

Manage Repository

Backup Infrastructure

= Backup Proxies

Backup Repw[" ]

. Add backup repository..

ale-out epj Rescan t}

£» WAN Accelerators
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2. Inthe window that opens, select Direct attached storage.

. x
Add Backup Repository
Select lz%g- of backup repository you want to add.
—" Ct attached storage
3 oft Windows or Linux server with internal or direct sttached storage. This configuration ensbles dats
1o run directly on the server, allowing for fastest perfformance.
Network attached storage
L Network share on a file server or a NAS device. When backing up to a remote share, we recommend that you
select a gateway server located in the same site with the share.
* Deduplicating storage appliance
A Dell EMC Data Domain, ExaGrid, HPE StoreOnce or Quantum DXi. i you are unable to meet the requirements of
advanced integration via native apphance API, use the network attached storage option instead.
.". Object storage
8%  On-prem object storage system or a cloud object storage provider. Object storage can only be used as a Capacity
Tier of scale-out backup repositonies, backing up directly to object storage is not currently supported.
Cancel
3. Select Linux as the operating system.
x

@ Direct Attached Storage

Select the operating system type of a server you want to use as a backup repository.

mm Microsoft Windows
Adds local server storage presented as a regular volume or Storage Spaces. For better performance and storage
efficiency, we recommend using RefS.

Li
O A%ﬂmv storage, or locally mounted NFS share. The Linux server must use bash shell, and have SSH and
Peri d.
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4. Name the repository and click Next.

New Backup Repository

o=, Name
50 Typein a name and description for this backup repository.
=

Name: N
[Backup Repository -NFSI| y
Server

Repository Created by VEEAMBKPSVR11\Administrator at 4/17/2023 4:59 AM.
Mount Server

Review

Apply

Summary

< Previous w Finish

Cancel

5. Under Server, click Add New to add the new Linux host.

New Backup Repository

s pServer
t:ﬂ(%mm repository server. You can select server from the list of managed servers added to the console.
=

Name Repository server:

Path Capacity Free

Mount Server

Review

Summary
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a7

6. Authenticate the Linux Server via root password or SSH key and click Next.

New Linux Server X
T SSH Connection
Provide credentials for service - and adyust secure shell (SSH) port number using advanced gs f
required.
Name Credentisls:
{ Add..
Reveew
Apply
Summary
Customae advanced Connecton settings, such as SSH and data mover ports m..
iﬂ-*@@@ﬁ Concel
7. Review the component and Click Apply.
New Linux Server X
Review
% Please review your settings and click Apply to continue.
s
Name k Due to these modifications the following comp will be installed or d on the target host:
: Component name Status
SSH Transport will be installed
Apply u
Summary
After you chick Apply missed comp will be installed on the target host.
f<mﬁI%_l[L]L Concel
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8. Review the Summary and click Finish.

New Linux Server X
Apply
o) Please wat while required operations are being perf d, this may take a few minutes.
=)
Name Message Duration
: @ Starting infrastructure item update proc 0:00:02
S Camacsion OWWIMMMWQ;“} by the Linux server
Review © Discovering existing Veeam Data Mover sefi\Ye
© Installing Veeam Data Mover service 0:00:10
IS | © Oncovenng exnting Veeam Data Mover service
© Setting server centificate
Summary ) Resohving server centificate thumbgprint
© Setting chient certificate
© Configuring Veeam Data Mover service
€ Restarting Veeam Data Mover service
© Testing Veeam Data Mover service connection 0:00:01
© Collecting hardware info 0:00:07
© Creating database records for server
© Uinux server saved successfully

.:m-JILILﬁA | Concel |

9. Click Populate to list all the directories and select the NFS mount point where you mounted the

Cohesity NFS export and click Next.

New Backup Reposttory X
am Server
B0 Choose repository server. You can select server from the list of managed servers added to the console.
=
= — veesmnfs (Createdby ‘M0 42BAM) v/ | AddNew... |
Path = Capacity Free L'_oplh ]
Aepashery @ dev/mapper/ihel-root) 134G 9768
Mount Server @ /boot (/dev/sddl) 1014 M8 8387 M8
@ /dev (devtmpls) 3868 3368
Review @ /dev/shm (tmpfs) 3868 3368
@ /NFS1 (¢« 2 s e 83278 78578
Apply @ /NFS2 (s o 83278 78578
@ /NFS3 (1 e 83278 78578
Sumemary @/NFSE (s - 83278 78578
@ /run (tmpfs) 3568 33G8
@ /run/user/0 (tmpfs) 7R2.1M8 TR.1M8
@ /sys/fs/cgroup (tmpfs) 3868 338G8

| <Previous | |_§_l | Cancel
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10. Uncheck Limit maximum concurrent tasks to and Limit read and write data rates to.

E&R%ckup Repository X
Repository
Type in path to the folder where backup files should be stored, and set repository load control options.

Name Location
Path to folder:

sac01-pm-haswelld-p1-vip.pm.cohesity.com:/NFSCOCV
I S o o

W Free space: <Unknown>
Mount Server

Load control
Review Running too many concurrent tasks against the repository may reduce overall perfformance, and
cause /O timeouts. Control ge device with the following g |
Apply Jmit maimum concurrent tasksto: 4 1
Summary it read and write data rate to: 1 s
Click Advanced to cu ize repository setting: 1 Advanced
< Previous Next > Finish Cancel

11. Click Advanced to open the Storage Compatibility Settings. In that window, verify that only the
Use per-machine backup files option is selected. This enables more concurrent streams to the

Cohesity cluster, increasing the overall throughput. Finally, click OK to continue.

Repository
Type in path to the folder where backup files should be stored, and set repository load control options.
= Storage Compatibility Settings X
Name [4] Align backup file data blocks (recommended)
Significantly improves backup and restore performance while reducing storage
Share CPU usage by avoiding unaligned /0. Increases backup size by less than 2%.
_ [] Decompress backup file data blocks before storing Populate
Source data mover compresses data according to the backup job compression
Mount Se settings to minimize LAN traffic. Uncompressing the data before storing allows
ot for better deduplication ratio on most deduplicating storage appliances.
Review This repository is backed by rotated drives erall performance, and
Rt " to t lettings: |
Apply : . Bylirioh
Summary  [g] Use per-machine backup files
% backup perf e for ge devices benefiting from multiple VO
ms. This is the recommended setting when backing up to enterprise grade
block storage and deduplicating storage appliances.
Cancel
2
Click Advanced to ¢ pository setting
< Previous Next > Finish Cancel
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12. Click Next to continue.

X

e, o Mount Server

= ify a server to mount backups to when performing ady d restores (file, application item and instant VM recoveries).

% Instant recoveries require a write cache folder to store changed disk blocks in.

Name Mount server:

(Backup server) v Add New...
Share §
Instant recovery write cache folder:

Repository [C:\ProgumDm\me\Bo(kup\lRCuhe\ I Browse...

— Ensure that the selected volume has sufficient free disk space to store changed disk blocks of instantly
d VMs. We d placing write cache on an SSD drive.
Review [ Enable vPower NFS service on the mount server (recommended) Ports...
Unlocks instant recovery of any backup (physical, virtual or cloud) to 2 VMware vSphere VM.
Apply vPower NFS service is not used for instant recovery to a Microsoft Hyper-V VM.

Summary

< Previous [%I Finish Cancel

13. Review the repository settings and click Apply to complete the NFS regular repository creation.

) i
= mmm settings, and click Apply to continue.
==
Name The following components will be processed on server veeamblkpsvr11.pmad01.pm.cohesity.com:
Component name Status
Share .
[ Transport already exists
Repository [ vPower NFS already easts
[ Mount Server already easts
Mount Server [
Apply
Summary

<m|%]m | Cancel
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14. Click Finish to complete NFS regular repository creation.

New Backup Repository X
o Apply

270 please wait while backup repository is created and saved in configuration, this may take a few minutes.

=

Name Message Duration

Server {0 Starting infrastructure item update process 0:00:02 :
) Creating repository folder

Repository (2 [veeambkpsvr11] Discovering installed packages
(2 [veeambkpsvr11] Registering client | for package Tran...

Mount Server () [veeambkpsvr11] Registering client | for package vPo...

: (2 [veeambkpsvr11] Registering client ! for package Mo...
Review

(2 [veeambkpsvr11] Discovering installed packages
_ (2 All required packages have been successfully installed

(2 Detecting server configuration

Summary ) Reconfiguring vPower NFS service

() Creating configuration database records for installed packages

) Collecting backup repository info

() Creating database records for repository 0:00:11
(2 Backup repository has been added successfully

< Previous Finish Cancel

%_ . Review
= Please review the settings, and click Apply to continue.

The following components will be processed on server veeambkpsvr11,pmad01.pm.cohesity.com:

Name

Component name Status
Share

Transport already exists
Repository vPower NFS already exists

Mount Server already exists
Mount Server
Apply
Summary

< Previous Apply Finish Cancel

Repeat the same step for each NFS View and create its respective NFS repository.

NOTE: If you plan to create multiple backup repositories, make sure you follow the following Pattern.
Refer Point 1 of Create an NES Scale-out Backup Repository on Your Veeam Server.
VIP1:/NFS1/Dirl

VIP2:/NFS1/Dir2

VIP3:/NFS1/Dir3

VIP4:/NFS1/Dir4

You have successfully created a regular VBR repository using an NFS export from Cohesity. To map this
repository in your Veeam backup job, see Configure Veeam Backup Jobs to Use Cohesity Storage below.
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Create Cohesity S3 View for SoBR Repositories

To use Cohesity SmartFiles S3 View as part of the SOBR capacity tier repository, you will create a
Cohesity View using the category of object services, choose a QoS policy, and configure the View for
S3. For this solution, Cohesity recommends having inline deduplication and inline compression enabled
on the Storage Domain in which you create the View. For details, see Create or Edit Storage Domains in
the online Help.

NOTE: Veeam version 11 allows you to leverage the S3 regular repository as a capacity tier. You can
configure a Scale-Out Backup Repository using NFS/SMB as a performance tier and S3 as a capacity
tier.

To create an S3 View to store Veeam backups:

1. Create a Cohesity View, select the optimal QoS policy, select Object Service, set Object key Pattern,
and Read/Write protocol as S3.

2. Create:

o Create An S3 Scale-out Backup Repository (SoBR) on Veeam

o Create An S3 Obiject storage reqular repository on Veeam

3. Configure your Veeam backup jobs to use Cohesity storage.

To create S3 Cohesity View for VBR Repository
1. Log into Cohesity and navigate to SmartFiles > Views.

COHESITY Q search ] puietobe A @ H O &

Views

No Views Yet

[
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2. Onthe Views page, click "Create View" and click on General in Object Services.

COHESITY Q Search RN O Sl i, Templates

Views

s g

No Views Yet

Create View
e
(=]
O
2]
) @

3. Name the View in the Create View form, choose the Storage Domain, and Category as Object
Services is selected by default, and select Cohesity recommended Object Key Pattern “Object ID”
for Performance and scalability under Object Key Pattern. Under Read/Write Protocol, select S3
and Click More Options.

NOTE: Cohesity recommends using the Object ID as object key pattern for Veeam S3 repository.
Object ID key partner is available from Cohesity cluster version 7.0 and later.

Create View

VeeamS3 0

DefaultStorageDomain (Recommended) »

Object Keys
Object ID @

53. “ @
W

Create Create View & Save as Template Cancel
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4. (Optional) You can enable the S3 Object Lock for Immutability if you want to use it with Veeam. S3
Object Lock-enabled bucket will work only with versioned S3 Views. If you want to avoid using the
Object Lock, skip the step below.

In the same form, under S3 Object Lock, toggle the button to enable the versioning on the
SmartFiles S3 View by default.

Once S3 object lock is enabled, you can't disable object lock or suspend
bucket versioning for the bucket

5. In the same form, Under Performance, click Edit (/) and select the QoS Policy as Backup Target
SSD.

6. Click Create View at the bottom of the form. View will be listed in View Tab.

Create View

Refer to the Appendix D for verify the communication between the Veeam VBR and Cohesity Cluster.
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Create S3 Repositories on VBR

When you use a Cohesity SmartFiles S3 object service to create a repository on Veeam Backup &
Replication, you will need to tune the following repository options for optimal throughput:

e Remove the load-control limits for concurrent tasks and read/write rates.

e For storage compatibility settings, select Use per-VM backup files.

Create an S3 Scale-out Backup Repository on Veeam

Veeam Backup & Replication can be supported using a scale-out backup repository and Cohesity
recommends using an SoBR. an SoBR delivers highly improved write performance on Cohesity, as it
writes into all nodes in parallel. See Table 4 to understand the benefits of using a scale-out repository.

Table 2: Scale-out Backup Repository or Regular Repository for Veeam

VEEAM ACCESS
REPOSITORY | PROTOCOL METHOD NOWES

e Scale-out increases parallelism among
backup jobs and thus reduces the
backup window.

Scale-out Backup  SMB, NFS, Access via

Repository 33 dedicated VIPS o Allows the user to configure as many

Veeam extents as the number of nodes
in the Cohesity cluster.

e Best suited for Cohesity storage.

Regular (Single)

Repository S3 e Not supported for regular backup Job.

NOTE: Creating an SoBR requires a Veeam Enterprise Plus license.

Consideration for Creating S3 SoBR:
e To access the Cohesity SmartFiles S3 view Ports 443 and 3000 should be open.

e Cohesity S3 Bucket and its data are managed by Veeam Backup & Replication, including governess
and data management.

e Veeam recommends using one Bucket per SoBR to achieve the best performance and reduce
metadata.

e One Object storage repository cannot be used across multiple Veeam Backup and Replication
server for the same purpose. By and large, two Object storage repositories cannot be mapped to the
same Cohesity SmartFiles S3 View.
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To start creating an S3 SoBR, you will first follow the steps to create a single, regular S3 Compatible
repository for VBR and configure the VBR repository as a capacity tier in SoBR.

Figure 13: Create S3 SoBR on VBR

Start

!

Choose
SmartFiles
Protocol

S3
Create 83 View

Regular

Create S3 Regular
Repository in Veeam

SoBR

Add SMBINFS Repository to SOBR

Add $3 Regular
Repo

Create Veeam Backup Job

To create an S3 SoBR in the Veeam Management console:

1. Perform the steps in Create an S3 Reqular Repository on VBR to create the SmartFiles S3
repositories as nodes in the Cohesity cluster by accessing the Object service Smatrtfile S3 View with
the FQDN.

a. To find the FQDN of each of your Cohesity nodes, log in to Cohesity, navigate to Settings >
Networking and click the VIPs tab. Find the FQDN from the FQDN tab and copy it.
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2. From the Backup Infrastructure section of the Veeam Management console, right-click Scale-Out
Repositories and select Add scale-out backup repository.

Scale-out Repository

s \ =

t(ﬁ?}ﬁ . i =

Add Scale-out Edit Sca t R t A Rescan

Repository € t f t Repository
Manage Scale-out Repository Manage Settings Tools

Backup Infrastructure Q Type
& Backup Proxies Name T
& Backup Repositories £, SOBR_NFS_S3
:; External Repositories £ SOBR_S3
1 Scale-out Repasito = .
£ WAN Accel Add scale-out backup reposﬁov@

- Service Provid

3. Name the SoBR and click Next.

New Scale-out Backup Repository X
— Name

Type in 8 name and description for this scale-out backup repository.
t—!—'x Wl

IBn:lcup Repository- Cohesity 53
Performance Tier

Description:
Placement Policy For Documentation|
Capacity Tier
Summary

% Cance
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4. Under Performance Tier, select the SMB/NFS or any Repository you want to use for Performance
Tier and add to the SoBR and click Add.

MNew Scale-out Backup Repository x
— Performance Tier
E:_;_j Select backup repaositories to use as the landing zone and for the short-term retention.
=
MName Extents:
Name Add..
Weeicmance e o .00
2 Remo
Placement Policy Sr-5caleQ
£ ScaleQut-
Capacity Tier Ei'ScaleOut-4
Summary
Click Advanced to specify additional scale-cut backup repesitory options. Advanced
< Previous Next > Finish [ Cancel

5. Click Advanced and select the Use per-machine backup files option. Then click OK.

. - Performance Tier
L J Select backup repositories to use a5 the landing zone and for the short-term retention.
Name Extents:
Name Add...
L WS -~ & - DRSPS ]
. e % Remove
Placement Policy sieedeor
Capacity Ties £ Use per-machine backup files ( ded)
Improves backup performance for storage devices benefiting from multiple VO
Sanank streams. This is the recommended setting when backing up to enterprise grade
Yy block storage and deduph g storage apph.

[[) Perform full backup when the required extent is of fline
When a atent with previous backup files cannot be reached, jobs will
perform full backup instead of fading to create an incremental backup.
Scale-out repository must be sized appropriately to handle multiple fulls.

%c«a

Chick Ady d to specify add: il scal backup rep y options.
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6. Under Placement Policy, select Performance and click Next.

New Scale-out Backup Repository X

Placement Policy
Choose a backup files placement policy for this performance tier. When more than one extent matches the placement policy,
.——!—- backup job will chose extent with the most free disk space avadable.

Name O Data locality
All dependent backup files are placed on the same extent. For example, incremental backup files will
Performance Tier be stored together with the corresponding full backup file. However, the next full backup file can be

created on another extent (except extents backed by a deduplicating storage).

Performance
Capact remental backup files are placed on a different extent from the corresponding full backup file,
nding for better backup file transformation performance with raw storage devices. Note that
Summary losing an extent with a full backup makes restoring from increments impossible.

Specify the placement policy for full and incremental backup files. Customize...

< Previous %} Cancel

7. Check the Option "Extend scale-out backup repository capacity with Object storage" and select
the S3 repository Created from Cohesity View in section S3 Object Storage Regular Repository on
Veeam.

Select the Following option as per the requirement.
e Copy backups to object storage as soon as they are created.
o It will Upload the backed-up data post completing the backup job.
 Move back up to object storage as they age out of the operational restore window.

o You can select the number of days after the backup chain starts off-loading to the Cohesity
S3 Bucket.
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Click Apply to save these settings and continue.

Qé Capacity Tier
=3 Specify object storage to copy backups to for redundancy and DR purposes. Older backups can be moved to object storage
E—a—t completely to reduce long-term retention costs while preserving the ability to restore directly from offloaded backups.

Name Extend scale-out backup repository capacity with object storage:
Performance Tier SIVEM v Add...
Placement Policy Define time windows when uploading to capacity tier is allowed Window...

_ [ Copy backups to object storage as soon as they are created
Create additional copy of your backups for added redundancy by having all backups copied to
the capacity tier as soon as they are created on the performance tier.

] Move backups to object storage as they age out of the operational restore window
Reduce your long-term retention costs by moving older backups to object storage completely
while preserving the ability to restore directly from officaded backups.

Move backup file erthan [14 5 day perational restore Overmide..

v i

Summary

] Encrypt data uploaded to object storage

v Add

Manage passwords

| < Previous | T Finish Cancel

8. Click Finish to complete the S3 SoBR creation.

e  Summary
=3 Review the scale-out backup repository settings, and click Finish to exit the wizard.

Name Summary:
Kcale-out backup repository was modified successfully.

Performance Tier
Placement Policy

Capacity Tier

< Previous Next > Cancel

You have successfully created an S3 SoBR. To map this repository in your Veeam backup job, see
Configure Veeam Backup Jobs to Use Cohesity Storage below.
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S3 Object Storage Regular Repository on Veeam

In addition to Scale-out Backup Repositories (SOBRs), you can also create a regular repository on VBR
using the Cohesity SmartFile S3 View, which will be part of SOBR and act as the capacity tier. To create a
So0BR, you need to create regular Veeam repositories according to the procedure below. Note, however,
that SoBRs deliver much better performance, so Cohesity strongly recommends using a SoBR and
Veeam support S3 bucket as a capacity tier. It will not allow to use the VBR S3 Object repository directly

with the backup job individually.

Figure 14: Create S3 Regular Repository on VBR for SoBR

Start

4

Choose
SmartFiles
Protocol

l S3
Create S3 View

Regular

Create S3 Regular
Repository in Veeam
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To use a Cohesity SmartFiles S3 Object Service as a regular VBR repository:

To authenticate the SmartFile S3 object service bucket while configuring the Veeam backup repository,
configure the SmartFile S3 object service backup repository, and create a cloud credentials account.

The cloud credentials account contains the access key and the secret key used to create the SmartFiles
S3 object service View.

1. An Access and secret key are required to create the cloud credentials available in the Cohesity
Cluster Ul. Go to the following location and copy the access key and secret key.

Cohesity Cluster Ul — Settings— Access Management — User (which used to create the S3 View)

COHE®ITY wirpnimeinn v Q O H 0 &

admin

Create Cloud Credentials:

1. Click on the menu bar of the Veeam backup and replication console. Click Manage Cloud
Credentials.

P

k Manage Credentials

Manage Cloud € rmlrmualse
f' Manage Passwords
»

General Options

~
Users and Roles

5
ll Network Traffic Rules

| N
¢’:- Configuration Backup
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2. Click Add and then Amazon AWS access key.

Manage Cloud Credentials X
— Manage Coud Credentials
g Use this dialog to centrally manage all public cloud accounts and their passwords.
Account  Type Description Last edited |
TLERIA.. Amazon AWS 15 days ago Cloud Connect service provider account...
FLAKL.  Amazon AWS 29 days ago AWS. e
P gss.. "o VS 2 days ago Microsoft Ax account...
FAHA. Amazon AWS 33 days ago
= Microsoft ount...
FICTI. Amazon AWS 29 days ago Macr Azure e acc
WnpP.. Amazon AWS 1dsy ago Google Ck'wd access key...
P00 Amazon AWS 28 days ago
FARPG.. Amazon AWS 16 days ago
oK Cancel

3. Enter the Access key and Secret key, copied from the Cohesity Cluster Ul, and click OK.

4. Go to the Cohesity Cluster Ul and copy the access key and secret key.

Cohesity Cluster Ul — Settings— Access Management — User (which used to create the S3 View)

- Credentials X
/S
E Access key: I| » I
EG?& Secret key: @ |
Description:

@ Cancel
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Create S3 Veeam Regular Backup Repository:

1. From the Backup Infrastructure section of the Veeam Management Console, right-click Backup
Repositories and select Add backup repository.

Backup Repository

Add

Repository Re t <€E¢>

Manage Repository

Backup Infrastructure

1

H Backup Proxies

&% Add backup repository.. }

R ek
41 Scale-out Re
&» WAN Accelerators

[ Rescan

2. Inthe Add Backup Repository window, select Object storage.

Add Backup Repository

Select the type of backup repository you want to add.

Direct attached storage
Microsoft Windows or Linux server with internal or direct attached storage. This configuration enables data
movers to run directly on the server, all g for fastest perf 03

Network attached storage
5 Network share on a file server or a NAS device. When backing up to a remote share, we recommend that you
select a gateway server located in the same site with the share.

22332 Deduplicating storage appliance
A Dell EMC Data Domain, ExaGrid, HPE StoreOnce or Quantum DX, If you are unable to meet the requirements of
advanced integration via native appliance API, use the network attached storage option instead.

N ject storage
W% rem object storage system or a cloud object storage provider. Object storage can only be used as a Capacity
scale-out backup repositories, backing up directly to object storage is not currently supported.

Cancel
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3. Click on S3 Compatible storage.

@“I)" Object Storage X

Select the type of object storage you want to use as a backup repository.

[;FI Compatible
an on-premises object storage system of a cloud object storage provider.

aws  Amazon S3
= Adds Amazon cloud object storage. Amazon 53, Amazon 53 Glacier (including Deep Archive) and Amazon
Snowball Edge are supported.

a Google Cloud Storage
Adds Google Cloud storage. Both Standard and Nearline storage classes are supported,

(,ﬁ IBM Cloud Object Storage
Q_i/ Adds lO::Clwd object storage. 53 compatible versions of both on-premises and IBM Cloud storage offenngs are
supported,

/A Microsoft Azure Storage
Adds Microsoft Azure cloud object storage. Microsoft Azure Blob Storage, Microsoft Azure Archive Storage and
Microsoft Azure Data Box are supported.

Cancel

4. Name the repository and then click Next to continue. Un-check the option "Limit concurrent tasks

to n
New Object Storage Repository X
~] R s
D-l Type in a name and description for this object storage repository.

I e o

|Backup Repository- Cohesity 53 y
Description:
Bucket |

Account

Summary

imit concurrent tasksto: 2

is setting to limit the maximum number of tasks that can be processed concurrently in cases
your object storage is overloaded or cannot keep up with the number of AP| requests issued by

multiple object storage offload tasks.
< Previous ? Finish Cancel
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5. Copy the mount path From the Cohesity Cluster Ul. Expand SmartFiles and click Views. Click the
three dots on the right.

pneverobe Q @O H O &

- R °
> :

12.07 e 0.62x 19.58«kie Osytes 19.58 kis

6. Click Mount Paths and copy it.

- o v e O TR TITOOWOT OOy TITTOTT

Views

@ @@ @ j

@ B 3 p

< Mount Paths & API Endpoints

Mount Paths

API Endpoints

w

https://1 )

000/VeeamS3 [%
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7. Under Service Point, Paste the copied Mount point from the Cohesity cluster Ul and use the newly
created cloud credentials. Click on next.

e Use the gateway server which has Access to the Object storage service.

e Veeam Backup & Replication establishes a connection between Source data mover and
destination storage repository by using the Gateway server to transfer the data.

e Gateway server connects between the Backup server and Backup Repositories.
e Gateway server must have faster Access to the destination storage.

e For scale-out backup repositories, Veeam backup and Replication uses one gateway server per
every extent.

] Account
i Specify account to use for connecting to S3 compatible storage system.

Name

Account

Credentials:

i. last edited: 4 days adie Add...

Manage cloud 2 ot
MINIge COUC ICCOUNtS

[[] Use the following gateway server:

< Previous Cancel
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8. Create one folder in a Bucket and use one Bucket per SOBR. Select the Bucket that has the same
name as the Cohesity S3 View. Click Apply.

a. Limit Object Storage Consumption: Use this option to put a soft limit on the Bucket.

b. Make Recent Backup Immutable: To make the backup immutable, you must enable Object Lock
on the S3 Views. Check this option only if you want to use the object lock functionality.

New Obgect Storage Repostory

g Bucket
i Speciy object storage system bucket to use

Bucket

X

Veeam\Vien Browse...
Account

Folder:
I ..

[0) Ui object storage consumption tox ol |

This is » soft ket 10 help control your obyect storage spend. i the specified bt 5 exceeded,
siready runneng backup officad tasks will be allowed to complete, but NO New tasks will be started

(0] Make recent backups imenutable for T deps

Protects recent backups from moddcstion or deletson by ransomware, mabcxous nssders and
hackers usng native obyect storage Capabdities. Object storage must suppont 53 Obyect Lock

feature
™

< Previows % Cancel

9. Review the Summary and click Finish.
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Configure Veeam Backup Jobs to Use Cohesity
Storage

Now that you have created the Cohesity View and the VBR repository (SoBR or regular) that connects to
the Cohesity View, you are ready to use that repository in a Veeam backup job. Configuring a backup
job on Veeam involves the following tasks:

e Create a backup job and select the workloads.
e Select the backup repository.
e Change options in Advanced Settings.

To create and configure a Veeam backup job:

1. From the HOME section of the Veeam management console, right-click Backup and select Virtual

machine.
G54
Sv Home View
=1 o
4 N T 4\ i
= '):g % H D &= M &
Backup Replication CDP  Backup Copy Restore Failover Import |
Job ~ Job ~ Policy Copy~ Job ~ v Plan ~  Backup E
Primary Jobs Auxiliary Jobs Restore Actio
Home Q
Bl ':.'o Jobs Nam
{2 Backup | AL\
F&: Backups [[ ; Virtual machine..,
,* Disk ‘h |yss  Windows comput
] Disk (Orphaned) W\ Linux computer...
W Objec(Storage Wk Mac computer..,
{73 Object Storage (Orphaned) |Vl Unix computer...
4 [ Last 24 Hours Yl File share...
LN o~ —
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2. Name the new backup job and click Next.

Gew Backup Job X
Name
t , Typein a name and description for this backup job.
S N
Backup VM4
Virtual Machines [ 1 ]
Descnption:
Storage
Guest Processing
Schedule
1
Summary
[ High priority
Backup infrastructure resources are offered to high priority jobs first. Use this option for jobs
sensitive to the start time, or jobs with strict RPO requirements.
< Previous T Finish Cancel

3. Click Add and select the ESXi Server that hosts the VMs that you need to back up.

Mew Backup lob

I Virtual Machines

[Marne

Stofage
Guest Processing
Sehedule

Sumirmary

Select virtual machines to process via container, or granulary, Container provides dynamic selection that automatically changes
Ilm 5 you add new Vi into container,

Wirtual rrachines to backup:

Mame Type Size -
Add Objects x
Select objects: T [E @ E ¥ || ocusions. |

» {7l Hosts and Clusters

» + Up
¥ Dowmn

Recaloulate

Total size:
|| OB

Canicel
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4. Select the VMs you want to back up and click Add.

New Backup Job X
Virtual Machines
oy Select virtual ma¢ n that automatically changes
»:m 25 you add new v Add Objects
Nome Select obgects: o [@&eE
T ] - —
_ v !l lm ' Remaove
Storage vl Esxserver }
= ]
1y Linux HCR 21
Guest Processing 5 inu HCR 2 }  Exclusions...
e 5 Linuax HCR 23 :
¥ Uinux_HCR_ 24 { * Up
Summary 9 Linw HCR 25 { D
9 win2016Wm12 )
(¥ Win2016M21 )
1y Win2016WM.22
1y Win2016W123
5 Win2016W124
- !B ' Recakulate |
L v
— - Total size:
['*" Type in an object nome to secrch for Q] 166718
EE- S Cancel
5. Review and verify the virtual machines you want to back up and click Next.
ew Backup Job X
Virtual Machines
&-—1 Select virtual machines to process via ¢ , Of g ntainer provides dy selection that automatically changes
t 5 you add new VM into container.
Name Virtual machines to backup: 7
Name Type Size Add...
VitwslMachines (55 Win2016WL30 Virtual Machine 167 G8 i =
Storage 9 Win2016WL27 Virtual Machine 17368 '
9 Win2016WL26 Virtual Machine 169 GB ] _
Guest Processing 55 Win2016WL25 Virtual Machine 165 G8  Exclusions...
59 Win2016WL24 Virtual Machine 17068
Schedule 5 Win2016WL23 Virtual Machine 17768 P
59 Win2016WL22 Virtual Machine 16768 :
Se——y 55 Win2016WL21 Vitual Machine  176GB & Down
55 Win2016W1L28 Virtual Machine 16768
(IWin2016WL29 Virtual Machine 17068
Recalculate |
Total size:
1.66 T8
| <Previous L e comcel
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6. Under Storage, specify the number of Restore points to keep on disk and click Advanced.

New Backup Job

Storage

X

) Specify processing proxy server to be used for source data retrieval, backup repository to store the backup files produced by this

= m job and customize advanced job settings if required.

Choose...

Name Backup proxy:

Automatic selection
Virtual Machines )

Backup repository:

PSRN scuie-out Backup Repository (For D ion) S
Guest Processing é 135 TB free of 336 7B Map backup
Schedule Restore points to keep on diske 14 - )
Summary [J Configure secondary dest this job
Copy backups produced by to another backup repository, or to tape. Best practices

recommend maintaining at least 2 backups of production data, with one of them being off-site.

Advanced job settings include backup mode, compression and deduplication,
block size, notification settings, sutomated post-job activity and other settings.

s

7. Inthe Advanced Settings dialog, uncheck Enable inline data deduplication, as Cohesity will
perform the inline deduplication and inline compression from the storage side. Ensure that the
Compression level is set to None, and that Storage optimization is set to Local Target (large

blocks), to achieve the best performance from Cohesity. Click OK.
[ Advantad Settings X

Backup Maintenance Storage  Notif

vSphere Integration Scripts
Data reduction

[ Enable inline data deduplication (recommended)

[ Exclude swap file blocks (recommended)

[ Exclude deleted file blocks (recommended)

Compression level:

None
Disabling compression reduces perf: e due to increased amount of
that must be transferred to the target storage.

Storage optimization:

Local target (large blocks) -
Regquired for processing source machines with disks larger than 10078, L
dedupe ratio and largest incremental backups.

Encryption

[[] Enable backup file encryption

Manage passwords

Cancel
3

Save As Default

{15 Advanced

Cancel

72

Send Feedback

Use Cohesity as Your Veeam Backup Repository


mailto:techguides@cohesity.com?subject=Feedback%20on:%20Use%20Cohesity%20as%20Your%20Veeam%20Backup%20Repository&body=_______________________________________________________________%0D%0A%0D%0ASubtitle:%20Leverage%20Cohesity’s%20Web-scale%20Architecture%20for%20Veeam%20Repositories%0D%0A%0D%0AVersion:%202.1%20%0D%0A%0D%0ADate:%20July%202024%20%0D%0A%0D%0ASection:%20%0D%0A%0D%0ATable%20Number:%20%0D%0A%0D%0AFigure%20Number:%20%0D%0A%0D%0AFeedback:%20%0D%0A%0D%0A%0D%0A_______________________________________________________________%0D%0A

COHESITY B

If you want to enable encryption on Veeam, use the following best practice.

Table 3: Recommended configuration for Encryption

VEEAM COHESITY
VEEAM
SHERTPIICH DEDUP COMPRESS' DEDUP COMPRESSION
ON Optimal
ON
OFF OFF None

8. Inthe Advanced Settings window, check Enable inline data deduplication, as Veeam and
Cohesity will perform the inline deduplication and inline compression at both sides. Ensure that the
Compression level is set to Optimal, and that Storage optimization is set to Local Target (large
blocks), check Enable backup file encryption, and click Add to set password.

1 o

Advanced Settings X

Backup Maintenance 5t0rage  Notifications vSphere Integration Scripts
Data reduction
Enable inline data deduplication (recommended)
&clude swap file blocks (recommended
& Exclude deleted file blocks (recommended)
Compression levek

Optimal (recommended)

Optimal compression provides for best compression to performance ratio
and lowest backup proxy CPU usage.

Storage optimization:
1 Local target (large blocks) E 1

Required for processing source machines with disks larger than 100TB. Lo
dedupe ratio and largest incremental backups.

Encryption

B4 Enable backup file encryption

Password:
1. Loss protection disabled Manage passwords ‘
Save As Default OK Cancel
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9. Setthe hint and password for encryption and click OK. Preserve the password carefully.

c%‘xsword

X

Hint: Demo Encryption g

__’A
Password: |eesssssses ‘g

o

Do not lose your passwords. Veeam Support cannot recover lost
passwords or retrieve your data from encrypted backup files.

Cancel

job creation using the wizard.

10. Once the password is set for encryption, click OK to finish scheduling the backup time and backup

Egdvmced Settings
Backup Maintenance Storage Notifications vSphere Integration Scripts
Data reduction
[4 Enable inline data deduplication (recommended)
[ Exclude swap file blocks (recommended)
[A Exclude deleted file blocks (recommended)
Compression levek

Optimal compression provides for best compression to performance ratio,
and lowest backup proxy CPU usage.

Storage optimization:
Local target (large blocks) v

Required for processing source machines with disks larger than 100TB. Lowest
dedupe ratio and largest incremental backups.

Encryption
[4 Enable backup file encryption
Password:
Demo Encryption (Last edited: less than a day ago) v
1. Loss protection disabled Manage passwords

Save As Default E Cancel

| Optimal (recommended) vl
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Appendix A: Choose an Optimal QoS Policy for Your
VBR Repositories

Each Cohesity View is assigned a Quality of Service (QoS) policy that determines the priority of I/O (when
contention occurs) and to which storage media it is written. There are two basic QoS principles,
TestAndDev and Backup Target, each of which has variants by priority and storage media type.

Table 4: QoS Policies and I/O Workload Type

QOS STORAGE
POLICY OPTIMIZED FOR 1/0 WORKLOAD TYPE PRIORITY MEDIA

Random reads & writes, for NFS, SMB, S3 and High
TestAndDev o
Cohesity Views. Low SSD
SSD
Backup . . . . .
Target Sequential reads & write, for backups using Cohesity. High HDD
Low

Cohesity recommends the following QoS policies for each VBR repository type:
e For SMB, NFS and S3 SoBRs, use Backup Target SSD.
e For an NFS regular repository, use TestAndDev High.

See our performance test results below, in QoS Performance Comparison for SMB & NFS VBR
Repositories.

QoS Performance Comparison for SMB & NFS VBR
Repositories

For our performance comparison, we backed up the same amount of data through SMB and NFS on
Cohesity Views, each with different QoS policies assigned, such as Backup Target High, TestAndDev
High, and Backup Target SSD, using both a single stream and multiple streams, and captured the
completion time results. Figure 15 below illustrates the completion time comparison between QoS
policies.

Our results found that Backup Target SSD offers the best performance when using Cohesity View as an
SoBR. If you choose to use a regular NFS repository, the best QoS policy is TestAndDev High.
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Figure 15: QoS Policy Comparison Chart
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Appendix B: Manage SMB Shares in Veeam

Veeam’s inventory feature allows adding SMB shares for backup, restore, and data management. You
can leverage this feature to clean up failed backup files manually on the mapped repository.

1. Inthe Veeam console, select INVENTORY and choose ADD FILE SHARE.

- """ A 4 e hor e (rPareg Vs yin wE A5 (7 Re) 10 e Wnmtary Vig Can [ onet fles rewdeg ;AR KL MY
o B Vsl v . 3 Yoo - " ¥ Yow o p st g ’
o @ Whord A A 0o NnSom Cr Limn 307t

o T

e 24 ‘
S s M DS PO w1 Ity Swwre) e L

CELE &
§ § EIS

2. Inthe Add File Share page, Select SMB share.

J'Add File Share X

Select the type of a file share you want to add to inventory.

File server
Adds a managed Windows or Linux server. This is the recommended way to access files and file shares hosted on
regular servers, as opposed to NAS devices.

NFS share
D Adds an NFS file share hosted on a NAS device. Supported NFS protocol versions are 3.0 and 4.1,

SMB shate
Adds an {CIFS) file share hosted on a NAS device. Backup from Microsoft VSS snapshots requires SMB
protocol 3.0 or later.

Cancel
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3. Add the path to the SMB share and select the credential. Click Next.

New File Share X
SMB File Share
Specy file share path and credentials,
PSRRI e
[ D — ] Browse...
Processing Use \\ Afoider f ¢
Apply [ This share requires access credentials:
Summary L . . 4 . VQ‘“'
To speciy storage snapsh 9 ptions, click Advanced. 0" Advanced
« Previous W Fimish Cancel
4. Click Apply to complete the configuration.
Nee(pe Share S
Processing
I Define the list of file prowes to be used for this file share p g and cache rep y to store the data for faster backup
performance.
SMB File Share Fie proxy:
i —
Cache repository:
Apply Default Backup Repository (Created by Veeam Backup) v
Summary Caching helps to imp ncremental backup perf © and reduce NAS load. Select a reposttory
located in close proumaty to the file share and file proes. if lost, cache will be rebuilt automatically.
Backup VO controk
]
Lower impact Faster backup
Controls how aggressively backup jobs can fetch contents of the share. Lower impact is achieved by
pacing read requests of a single thread, whie faster performance is gained by using multiple threads.
< Previous %} Finzzh Cancel
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5. Wait for the components to install. Once it is completed, click Next.

New File Share

X
Apply
Please wait while required comp are lled and configured, this may take a few minutes.
SMB File Share | Message Duration
. Os g inf item update p 00004 ‘
R ) Creating database records for server |
Summary :
< Previous W} Finsh Cancel
6. Click Finish to complete.
NJ:N(SMe X
Summary
You can copy the configuration information below for future reference.
SMB File Share Summary:
[5MB file share was saved successtully.
Processing
Shared folder: = & Nveeamtest
Apply [Access credentials: admunistrator
Fie proxy: all proies
I [co ooty ot g
Backup VO controt optimal

< Previous M»%C«d
|
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7. In the Veeam console, select the SMB shares in which you want to manage the files.

Veewn10new |

Clpboua Fae Ean Jobs

Delete Del
Renume [

Add to backup job

JRAGE INERASTRUICTURE

UCTURE

Doing this enables you to view and manage all the SMB shares in a single Veeam Console and eliminate
the need to go to Windows Explorer to perform the same tasks.
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Appendix C: Protect Your Veeam Repository from
Ransomware Attacks

Protection from ransomware attacks is a major concern when it comes to enterprise data retention and
security. Cohesity recommends the following best practices to keep your Veeam backup repositories safe
from ransomware and keep your data integrity intact.

e Keep the original backup data in an immutable state and avoid mounting the gold copy of the data by
an external system.

e Make sure to enable multi-factor authentication (MFA) and write once read many (WORM)
capabilities for the snapshots.

e To detect attacks in real-time, continuously monitor the data, and the solution and analyze files and
audit logs to detect abnormal or even smaller change rates. Note that relying exclusively on backup
data-ingest change rates to detect such behaviors is insufficient.
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Appendix D: Verify SmartFiles S3 View Connecitivity

To verify whether the SmartFiles S3 View is accessible from the Veeam server and the Veeam proxies
you use to write the backup to the S3 View, check the connectivity using the following command on telnet
from the source machine (Veeam VBR and Proxy server) to port 3000:

telnet <Cohesity Cluster Vip> 3000
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Your Feedback

Was this document helpful? Send us your feedback!
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ABOUT COHESITY

Cohesity is a leader in Al-powered data security and management. Aided by an extensive ecosystem of
partners, Cohesity makes it easier to protect, manage, and get value from data — across the data center,
edge, and cloud. Cohesity helps organizations defend against cybersecurity threats with comprehensive
data security and management capabilities, including immutable backup snapshots, Al-based threat
detection, monitoring for malicious behavior, and rapid recovery at scale. Cohesity solutions are delivered
as a service, self-managed, or provided by a Cohesity-powered partner. Cohesity is headquartered in
San Jose, CA, and is trusted by the world’s largest enterprises, including six of the Fortune 10 and 44 of
the Fortune 100.

Visit our website and blog, follow us on Twitter and LinkedIn and like us on Facebook.
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